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ABSTRACT
Robustness is the property that a system only exhibits small deviations from the nominal behavior upon the occurrence of small disturbances. While the importance of robustness in engineering design is well accepted, it is less clear how to verify and design discrete systems for robustness. We present a theory of input-output robustness for discrete systems inspired by existing notions of input-output stability (IO-stability) in continuous control theory. We show that IO-stability captures two intuitive goals of robustness: bounded disturbances lead to bounded deviations from nominal behavior, and the effect of a sporadic disturbance disappears in finitely many steps. We show that existing notions of robustness for discrete systems do not have these two properties. For systems modeled as finite-state transducers, we show that IO-stability can be verified and the synthesis problem can be solved in polynomial time. We illustrate our theory using a reference broadcast synchronization protocol for wireless networks.

Categories and Subject Descriptors
D.2.4 [Software Engineering]: Software/program verification

General Terms
Design
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1. MOTIVATION

A robust system is one that only modestly deviates from the nominal correct behavior upon the occurrence of small disturbances. Although it is accepted that engineered systems should be robust, it is less clear how to define robustness for discrete systems, such as finite-state transition systems.

In this paper, we present a theory of robustness for discrete systems. Our starting point is the research on robustness in continuous control theory, where one designs a controller for a “nominal” behavior assuming no disturbances and provides two guarantees: bounded disturbances have bounded consequences, and “nominal” behavior is eventually resumed after disturbances disappear. We adapt this view of robustness to the discrete setting by taking an input-output perspective of discrete systems. We define systems as transducers \( f : \Sigma^\ast \rightarrow \Lambda^\ast \) mapping streams over an alphabet of inputs \( \Sigma = \Sigma^c \times \Sigma^d \) to streams over an alphabet of outputs \( \Lambda \). The alphabet \( \Sigma^c \) represents system inputs (also called control inputs) and the alphabet \( \Sigma^d \) represents disturbances. Typically, the designer designs the system assuming a nominal model of the environment, modeled by the stream \( \downarrow \) for a special symbol \( \downarrow \in \Sigma^d \). Disturbances represent deviations from the nominal model due to mismatches between the assumptions made about the environment at design time and the environment at run time. What goal should a robust design have? In keeping with robust continuous control, we postulate the following two natural requirements. First, every small disturbance should lead to a small deviation from the nominal behavior. Second, we require the effect of a sporadic disturbance to disappear over time. That is, if the environment deviates from the nominal for one step and subsequently follows the nominal environment, we require the effect of the deviation to disappear in finitely many steps. In this paper, we present a theory of robustness that captures both requirements.

To proceed, we must quantify “small” disturbances and “close” behaviors. In control theory, the elements in the sets \( \Sigma \) and \( \Lambda \) have well defined physical meaning — e.g., voltages, currents, pressures, velocities — and thus these sets are equipped with norms that quantify the magnitude of their elements. In our setting, we endow \( \Sigma^c \) and \( \Lambda^c \) with quantitative information. We assume the existence of maps \( I \) and \( O \) taking strings in \( \Sigma^c \) and \( \Lambda^c \) respectively to costs in \( N_0 \). Moreover, we require that \( O(f(\sigma)) = 0 \) for \( \sigma \in \Sigma^c \) iff the behavior is correct.
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different but equally undesired phenomenon. arbitrary magnitude if we wait sufficiently long. This is a disturbance of small magnitude can lead to consequences of I

Inequalities from nominal behavior is formulated as the inequality (1) since I(\sigma) = 0 and O(f(\sigma)) = 100 for \sigma = (a, \bot).

Interestingly, for linear control systems under the assumption of observability and controllability, the inequality (1) does imply that the effect of sporadic disturbances fades with time. This observation explains why no additional requirement appears in the control literature dealing with robustness of linear control systems. Although the notion introduced by Sontag had a tremendous impact in control theory, it does not lend itself to the quantitative analysis, based on costs, that one typically expects when dealing with software systems. The reason is that for nonlinear control systems it is extremely difficult to obtain quantitative results and one settles for qualitative results ensuring the existence of certain bounds but not insisting on precise values for the constants appearing in these bounds. Therefore, instead of using the notion proposed by Sontag, we based our work on a recent notion proposed by Grüné [12] that is qualitatively equivalent to Sontag’s notion but that allows for quantitative reasoning. Precisely, we say a transducer f is input-output stable (IOS) w.r.t. cost functions I and O if

\begin{equation}
O(f(\sigma)) \leq \max_{\sigma' \leq \sigma} \left\{ \gamma I(\sigma') - \eta(|\sigma| - |\sigma'|) \right\} \quad \forall \sigma \in \Sigma^* \tag{2}
\end{equation}

where \leq is the prefix ordering and \gamma and \eta are parameters. Here, \gamma describes how much the disturbance in the input is amplified at the output of the system and \eta quantifies the rate at which the system returns to its nominal behavior after a sporadic disturbance disappears. Our definition is inspired by Grüné’s definition for nonlinear systems. A precise technical comparison is given in Section 6.

We show that (2) satisfies the two requirements for robust systems. Additionally, when the transducer f and costs I and O are modeled using finite-state automata, we can verify IOS (and find parameters \gamma and \eta) in polynomial time. In case a system is not IOS, we give a procedure to synthesize a controller enforcing IOS, again in polynomial time. We demonstrate our theory on a time synchronization protocol for wireless networks.

1This phenomenon also depends on the choice of the functions I and O. For control systems, the aforementioned phenomenon happens when I and O are both the infinity norm. When I and O are L_p norms (p \neq \infty), a persistent disturbance of small magnitude can lead to consequences of arbitrary magnitude if we wait sufficiently long. This is different but equally undesired phenomenon.

2For control systems the relevant notion is to have the disturbance effects disappearing asymptotically rather than in finite time.
Finally, we demonstrate that our definition is compatible with IOS for control systems [12] by showing that if a control system is IOS then any transducer $\varepsilon$-approximate bisimilar to it is $\varepsilon$-practical IOS.

2. PROBLEM FORMULATION

2.1 Transducers and Cost Functions

An alphabet $\Sigma$ is a finite set of letters. We write $\Sigma^*$ for the set of words or strings over the alphabet $\Sigma$ and $\varepsilon$ for the empty word. The set of non-empty words over the alphabet $\Sigma$ is denoted by $\Sigma^+$.

Given a string $\sigma \in \Sigma^*$ we denote by $|\sigma|$ its length and by $\sigma_{i-1}$ its $i$th element. We also use the notation $|S|$ to denote the cardinality of a set $S$. This should cause no confusion since sets are denoted by upper case letters while strings are denoted by lower case letters.

We define the nominal behavior of a transducer $f : \Sigma^* \rightarrow \Lambda^*$ as the set of pairs of strings $(\sigma, f(\sigma)) \in \Sigma^* \times \Lambda^*$, where $\sigma \in \Sigma^*$, and that is, there is no disturbance input.

In order to define robustness for transducers we associate cost functions to behaviors. Given an alphabet $\Sigma$, a cost function on output strings $\Lambda^*$ is denoted by $c(\cdot)$, and also on the rate of decay $\eta$.

Notice that in our formulation, we place only mild assumptions on cost functions. In particular, we do not require the cost functions to be monotonic. If the cost is monotonic then a disturbance that occurs at a certain time will never be forgotten, thus enabling the output to deviate from the desired one for all future time. Alternatively, we can have a cost that is not monotonic and thus forgets the effect of a disturbance. Such costs are adequate in situations where it is acceptable that upon the occurrence of a disturbance the system can restart the computation of the correct output.

We also note that no relation between the input cost and the presence of disturbances in the input is required for our results to hold. While one typically expects that in the absence of disturbances the cost of the input strings should be zero, there are situations where this is not the case, and it may be natural to consider the presence of certain errors in the computation. For example, consider computing a mathematical expression involving real numbers on a microcontroller using fixed-point arithmetic. In this case, it is convenient to have the input cost on input strings without disturbances to be non-zero so that we allow the output string to have non-zero output cost even in the absence of external disturbances.

2.2 Input-Output Stability for Transducers

We can draw a formal analogy between a transducer and the response of a differential equation to a continuous-time input signal. This formal analogy leads to the following notion of Input-Output Stability inspired by Grünë’s notion of stability in [12] and Sontag’s notion of stability in [19].

**Definition 1.** [IOS] Let $f : \Sigma^* \rightarrow \Lambda^*$ be a transducer and let $I : \Sigma^* \rightarrow \mathbb{N}_0$ and $O : \Lambda^* \rightarrow \mathbb{N}_0$ be cost functions. Given parameters $\gamma, \eta \in \mathbb{N}$, we say the transducer $f$ is $(\gamma, \eta)$-input-output stable (or $(\gamma, \eta)$-IOS) w.r.t. $(I, O)$ if for each $\sigma \in \Sigma^*$ we have

$$O(f(\sigma)) \leq \max_{\sigma' \preceq \sigma} \left\{ \gamma I(\sigma') - \eta (|\sigma| - |\sigma'|) \right\}. \quad (3)$$

The parameter $\gamma$ is called the robustness gain and the parameter $\eta$ is called the rate of decay. We say a transducer $f$ is input-output stable (or IOS) w.r.t. $(I, O)$ if there exist $\eta, \gamma \in \mathbb{N}$ such that $f$ is $(\gamma, \eta)$-IOS w.r.t. $(I, O)$.

For ease of exposition we require the robustness gain and the decay rate to be natural numbers. The extension to the rational case is conceptually simple and thus not pursued in this paper.

We show that our notion of IOS captures two important properties: bounded disturbances lead to bounded consequences, and that the effects of a sporadic disturbance disappear in finite time.

For the first property, note that for every $\sigma \in \Sigma^*$, we have

$$O_\infty(f(\sigma)) = \max_{\sigma' \preceq \sigma} O(f(\sigma')) \leq \max_{\sigma' \preceq \sigma, \sigma' \preceq \sigma''} \left\{ \gamma I(\sigma'') - \eta (|\sigma| - |\sigma''|) \right\} \leq \max_{\sigma' \preceq \sigma} \left\{ \gamma I(\sigma') \right\} = \gamma I_\infty(\sigma). \quad (4)$$

Therefore, any bounded disturbance produces a bounded consequence. Moreover, the robustness gain $\gamma$ measures how much the disturbance will be amplified by the transducer $f$.

Consider now a sporadic disturbance modeled as a string $\sigma \in \Sigma^*$ such that $I(\sigma') = 0$ for any prefix $\sigma'$ of $\sigma$ with $|\sigma'| > 0$. We regard the equality $I(\sigma') = 0$ as the statement that the disturbance, as measured by $I$, disappears after $s$. We now note that it follows from (3) that for every $\sigma'$ of length $j$ we have:

$$O(f(\sigma')) \leq \max\{0, \gamma I(s) - \eta j\}. \quad (5)$$

Therefore, after $\min\{\gamma I(s)/\eta\}$ steps the effect of the disturbance has disappeared. Note how the number of steps depends on the magnitude of the effect of the disturbance, as measured by $\gamma I(s)$, and also on the rate of decay $\eta$.

3. VERIFICATION AND SYNTHESIS

We study the following verification problems.

**$(\gamma, \eta)$-IOS Verification** Given transducer $f$, input and output cost functions $I$ and $O$ respectively, and parameters $\gamma$ and $\eta$, is the transducer $f$ $(\gamma, \eta)$-IOS for $I$ and $O$?

**IOS Verification** Given transducer $f$ and input and output cost functions $I$ and $O$ respectively, does there exist $\gamma$ and $\eta$ such that $f$ is $(\gamma, \eta)$-IOS for $I$ and $O$? (If so, find such $\gamma$ and $\eta$.)
We also consider the synthesis problem. A controller is a map:

$$C : \Sigma^* \times \Sigma^\omega \rightarrow \Sigma^\omega$$

transforming the history of past inputs $$\sigma \in \Sigma^*$$ and a given control input request $$s^\omega$$ into the control input $$C(\sigma, s^\omega)$$ to be provided to the system. Composing a transducer $$f$$ with a controller $$C$$ results in a new transducer $$f_C : \Sigma^* \rightarrow \Lambda^*$$, called the controlled system, defined, intuitively, by filtering the input stream by $$C$$. Formally, define the filtration $$\text{filter}_C : \Sigma^* \rightarrow \Sigma^*$$ of a stream by a controller $$C$$ inductively as:

$$\text{filter}_C(\varepsilon) = \varepsilon$$

$$\text{filter}_C(\sigma \cdot (s^\omega, s'^\omega)) = \text{filter}_C(\sigma) \cdot (C(\sigma, s^\omega), s'^\omega)$$

The composition $$f_C$$ is then given by $$f_C(\sigma) = f(\text{filter}_C(\sigma))$$. The synthesis theorem is the following.

**Synthesis** Given transducer $$f$$, cost functions $$(I, O)$$, and parameters $$(\gamma, \eta)$$, does there exist a controller $$C$$ such that $$f_C$$ is $$(\gamma, \eta)$$-IOS w.r.t. $$(I, O)$$?

We will study the verification and synthesis questions for transducers and cost functions described by finite-state (weighted) automata.

**Definition 2.** An automaton $$A = (Q, q_0, \Sigma, \delta, \Lambda, H)$$ consists of:

- a finite set of states $$Q$$;
- an initial state $$q_0 \in Q$$;
- a set of inputs $$\Sigma$$;
- a transition function $$\delta : Q \times \Sigma \rightarrow Q$$;
- a set of outputs $$\Lambda$$;
- and an output function $$H : Q \rightarrow \Lambda$$.

A run $$r$$ of $$A$$ on an input string $$\sigma \in \Sigma^*$$ is a string $$r \in Q^*$$ such that $$r_0 = q_0$$ and $$r_i+1 = \delta(r_i, \sigma_i)$$ for $$i = 0, 1, \ldots, |\sigma| - 1$$. A run $$r$$ of $$A$$ on input $$\sigma \in \Sigma^*$$ defines an output run $$\lambda \in \Lambda^*$$ by $$\lambda_i = H(r_i)$$ for $$i = 0, 1, \ldots, |\sigma| - 1$$.

We denote by $$\delta^*$$ the extension of $$\delta$$ to $$Q \times \Sigma^*$$ defined in the usual manner: $$\delta^*(q, \varepsilon) = q$$ and $$\delta^*(q, \sigma s) = \delta(\delta^*(q, \sigma), s)$$. The set of predecessors of a state $$q \in Q$$, denoted by $$\text{Pre}(q)$$, is defined by $$\text{Pre}(q) = \{q' \in Q \mid \exists s \in \Sigma \delta(q', s) = q\}$$.

An automaton $$A$$ defines a transducer $${\text{xduce}}(A) : \Sigma^* \rightarrow \Lambda^*$$ as follows:

$$f(\sigma) = H(\delta^*(q_0, \sigma_0) H(\delta^*(q_0, \sigma_0, \sigma_1)) \ldots$$

In addition to transducers we also consider cost functions described by finite-state weighted automata. A weighted automaton $$A$$ is an automaton $$(Q, q_0, \Sigma, \delta, N_0, H)$$ whose set of outputs or weights is $$N_0$$ and whose output map satisfies $$H(q_0) = 0$$. The cost of a string $$\sigma \in \Sigma^*$$ is given by $$H(\delta^*(q_0, \sigma))$$. A weighted automaton $$A$$ defines the cost function $$I_A$$ as follows: $$I_A(\sigma) = H(\delta^*(q_0, \sigma))$$. We define the size of an automaton as the number of bits required to encode an automaton when all weights are given in unary.

### 3.1 Solving the Verification Problems

In this section we show how to solve the verification problem for transducers, input cost, and output cost defined by finite-state automata. It will be convenient to combine the automaton $$A'$$ describing the transducer, the automaton $$A'$$ describing the input cost $$I$$, and the automaton $$A$$ describing the output cost $$O$$ into the automaton $$A$$ obtained by synchronizing $$A'$$ on the same input of $$A'$$ and synchronizing $$A^O$$ on the output of $$A'$$. Formally, $$A$$ is defined by:

- $$Q = Q' \times Q^I \times Q^O$$ with $$q_0 = (q_0', q_0^I, q_0^O)$$;
- $$\Sigma = \Sigma'$$;
- $$\Lambda = \mathbb{N}_0 \times \mathbb{N}_0$$ and $$H(q', q^I, q^O) = (H^I(q'), H^O(q^O))$$; and the transition function:

$$\delta((q', q^I, q^O), s) = (\delta^I(q', s), \delta^O(q^O, H^I \circ \delta^I(q', s)))$$.

In the following, we will abuse notation by using $$H^I(q)$$ and $$H^O(q)$$ to denote $$H^I(q')$$ and $$H^O(q^O)$$, respectively, for $$q = (q', q^I, q^O)$$. Without loss of generality we assume every state of $$A$$ to be reachable from the initial state.

In addition to $$A$$ we will also work with the set of all functions from $$Q$$ to $$M = \{0, 1, \ldots, \mathcal{M}\}$$, denoted by $$M^Q$$, and where $$\mathcal{M} = \max_{q \in Q} H^I(q)$$. The set $$M^Q$$ is a lattice with order relation denoted by $$\preceq$$ and defined for every $$f_1, f_2 \in M^Q$$ by $$f_1 \subseteq f_2$$ if $$f_1(q) \leq f_2(q)$$ for every $$q \in Q$$. The join of $$f_1$$ and $$f_2$$ is given by $$\min(f_1, f_2)$$ while the meet is given by $$\max(f_1, f_2)$$.

We note that $$M^Q$$ is a finite lattice and all the operators used in this paper satisfy the conditions of Tarski's theorem [21] so that the least fixed point of a monotonic operator exists and can be algorithmically found in $$|Q| \times |M|$$ steps.

**3.1.1 $$(\gamma, \eta)$$-IOS Verification Problem**

We formulate the solution of the $$(\gamma, \eta)$$-IOS verification problem as a fixed-point computation for the operator $$F : M^Q \rightarrow M^Q$$ defined by:

$$F(W)(q) = \max \left\{ \gamma H^I(q), W(q), \min_{q' \in \text{Pre}(q)} W(q') - \eta \right\}.$$

**Theorem 1.** Let $$A'$$ be a finite-state automaton. Let $$A'$$ and $$A^O$$ be finite-state weighted automata defining costs $$I$$ and $$O$$, respectively. Given $$\gamma, \eta \in \mathbb{N}$$, the transducer $${\text{xduce}}(A')$$ is $$(\gamma, \eta)$$-IOS with respect to $$(I, O)$$ iff the infimal fixed point of $$F$$, denoted by $$W^*$$, satisfies the following inequality for every $$q \in Q$$:

$$H^O(q) \leq W^*(q).$$

**Proof.** Let $$f = {\text{xduce}}(A')$$. Any fixed point $$V$$ of $$F$$ satisfies:

$$V(q) = \max \left\{ \gamma H^I(q), V(q), \min_{q' \in \text{Pre}(q)} V(q') - \eta \right\}$$

which implies:

$$V(q) \geq \max \left\{ \gamma H^I(q), \min_{q' \in \text{Pre}(q)} V(q') - \eta \right\}.$$

Hence, the infimal fixed-point is characterized by the equality:

$$W^*(q) = \max \left\{ \gamma H^I(q), \min_{q' \in \text{Pre}(q)} W^*(q') - \eta \right\}.$$
Let now:

\[
U(q) = \min_{\sigma \in \Sigma^*} \max_{\delta'(q_0, \sigma) = q} \max_{\sigma' \leq \sigma} \left\{ \gamma I(\sigma') - \eta(\sigma - |\sigma'|) \right\}
\]

We now show that \( U \) is the infimal fixed point of \( F \) by showing that \( U \) satisfies (10). Let \( \sigma'' \) be the prefix of \( \sigma \) of length \( |\sigma| - 1 \). Using \( \sigma'' \), we can write \( U \) as (7).

We can now use the fact that \( U \) is the infimal fixed point of \( F \) to finalize the proof. By definition of \( U \), for any string \( \sigma \in \Sigma^* \) such that \( \delta'(q_0, \sigma) = q \) we have:

\[
U(q) \leq \max_{\sigma' \leq \sigma} \left\{ \gamma I(\sigma') - \eta(\sigma - |\sigma'|) \right\}.
\]

Hence, if the inequality \( H^O(q) \leq W^*(q) \) holds we conclude that \( f \) is IOS by chaining \( O(f(\sigma)) = H^O(q) \), \( H^O(q) \leq W^*(q) \), \( W^*(q) = U(q) \), and (11).

Conversely, if \( f \) is IOS then:

\[
O(f(\sigma)) = H^O(q) \leq \max_{\sigma' \leq \sigma} \left\{ \gamma I(\sigma') - \eta(\sigma - |\sigma'|) \right\}
\]

for every \( \sigma \in \Sigma^* \) such that \( \delta'(q_0, \sigma) = q \) and thus \( H^O(q) \leq U(q) = W^*(q) \).

3.1.2 IOS Verification Problem

We now check, for a transducer and cost functions given by automata, if there exists a choice of \( \gamma \) and \( \eta \) for which the transducer is \((\gamma, \eta)\)-IOS. In addition to answer this question algorithmically, we also provide a subset of all the possible choices of \( \gamma \) and \( \eta \). This will be done through an operator \( G : (M \times \{0, 1, \ldots, |Q|\})^Q \to (M \times \{0, 1, \ldots, |Q|\})^Q \) closely related to \( F \). We use the notation \( G(f, q) = (G_W(f, q), G_D(f, q)) \) to define \( G \) as:

\[
G_W(W)(q) = \max_{\sigma' \leq \sigma} \left\{ H^I(q), W(q), \min_{q' \in \text{Pre}(q)} W(q') \right\}
\]

\[
G_D(D)(q) = \left\{ \begin{array}{ll}
D(q') - 1 & \text{if } \min_{q' \in \text{Pre}(q)} W(q') > W(q) \\
D(q) & \text{otherwise}
\end{array} \right.
\]

Note that we now work on the lattice \( (M \times \{0, 1, \ldots, |Q|\})^Q \) with order given by \((W, D) \subseteq (W', D')\) when for any \( q \in Q \), we have one and only one of the following cases:

- \( W(q) < W'(q) \).
- \( W(q) = W'(q) \), \( D(q) \leq D'(q) \).

It is easy to check that \( G \) is monotone with respect to this order.

**Theorem 2.** Let \( A' \) be a finite-state automaton. Let \( A' \) and \( A'' \) be finite-state weighted automata defining the costs \( I \) and \( O \), respectively. There exist \( \gamma, \eta \in \mathbb{N} \) so that \( xduce(A') \) is \((\gamma, \eta)\)-IOS with respect to \((I, O)\) if the least fixed point of \( G \), denoted by \((W^*, D^*)\), satisfies the following inequality for every \( q \in Q \):

\[
W^*(q) = 0 \implies H^O(q) = 0.
\]

Furthermore, when (12) holds, \( xduce(A') \) is \((\gamma, \eta)\)-IOS for any \( \gamma \) satisfying:

\[
H^O(q) > \gamma H^I(q) \implies H^O(q) < \gamma W^*(q), \quad \forall q \in Q
\]

and any \( \eta \) (dependent on the choice of \( \gamma \)) satisfying:

\[
\eta \leq \frac{\beta}{d},
\]

where

\[
d = \max_{q \in Q} D^*(q), \quad \beta = \min_{q \in Q, H^O(q) > \gamma H^I(q)} \gamma W^*(q) - H^O(q).
\]

**Proof.** Let \( f = xduce(A') \). We first show that if \( f \) is \((\gamma, \eta)\)-IOS for some \( \gamma \) and \( \eta \) then (12) holds. By definition of IOS and since \( \eta(\sigma - |\sigma'|) \geq 0 \) we have:

\[
O(f(\sigma)) \leq \max_{\sigma' \leq \sigma} \left\{ \gamma I(\sigma') - \eta(\sigma - |\sigma'|) \right\}
\]

\[
\leq \max_{\sigma' \leq \sigma} \left\{ \gamma I(\sigma') \right\}
\]

for every \( \sigma \in \Sigma^* \). Hence, we also have:

\[
O(f(\sigma)) = H^O(q) \leq \min_{\sigma \in \Sigma^*} \max_{\sigma' \leq \sigma} \left\{ \gamma I(\sigma') \right\} = V^*(q)
\]

where \( V^* \) is the infimal fixed point of \( F \) for \( \eta = 0 \). Note that \( V^*(q) = 0 \) implies \( H^O(q) = 0 \) since \( H^O \) is a non-negative function. Furthermore, \( W^* = V^*/\gamma \) and thus:

\[
W^*(q) = 0 \implies V^*(q) = 0 \implies H^O(q) = 0.
\]

We now show that (12) implies IOS. We will do so by constructing \( \gamma \) and \( \eta \) and we will conclude from the construction that any choice of \( \gamma \) satisfying (13) and any choice of \( \eta \) satisfying (14) works.

We start by showing that under the stated assumptions there exists \( \gamma > 0 \) so that \( O(f(\sigma)) < \max_{\sigma' \leq \sigma} \left\{ \gamma I(\sigma') \right\} \). We first note that \( W^* \) equals the infimal fixed point of \( F \) for \( \gamma = 1 \) and \( \eta = 0 \). It then follows from the proof of Theorem 1 that \( W^* \) is given by:

\[
W^*(q) = \min_{\sigma \in \Sigma^*} \max_{\sigma' \leq \sigma} \left\{ I(\sigma') \right\}.
\]

For any \( q \) we can find \( \gamma_q > 0 \) so that \( H^O(q) < \gamma_q W^*(q) \). Note that when \( W^*(q) = 0 \) we have \( H^O(q) = 0 \), by assumption, so any \( \gamma_q \) works in this case but for simplicity we take
\[ \gamma_q = 0. \] With \( \gamma = \max_{q \in Q} \gamma_q \) we have:

\[
O(f(\sigma)) = H^O(q) < \gamma W^\ast(q) \\
\leq \gamma \max_{\sigma' \leq \sigma} \{ I(\sigma') \} = \max_{ \sigma' \leq \sigma} \{ \gamma I(\sigma') \}
\]

for every \( \sigma \in \Sigma^* \) such that \( \delta^\ast(q_0, \sigma) = q \). If we define \( \beta_q > 0 \) by \( -\beta_q = \beta \) for every \( q \in Q \) for which \( W^\ast(q) \neq 0 \) and define \( \beta > 0 \) by \( \beta = \min_{q \in Q} \beta_q \) we have \( H^O(q) = \gamma W^\ast(q) - \beta_q \). In order to express \( \beta \) in the form \( \eta(|\sigma| - |\sigma'|) \) we note that the evaluation of the fixed point \((W^\ast, D^\ast)\) at \( q \) tells us that the run of \( A \) on any \( \sigma \in \Sigma^* \) such that \( \delta^\ast(q_0, \sigma) = q \) visits a state \( q' \) such that \( \gamma H^I(q') \geq W^\ast(q') \). Furthermore, if we denote by \( q = q_0 q_2 \ldots q_{D(q)} q_{D(q)+1} = q \) the states visited between \( q' \) and \( q \) we also know that \( \gamma H^I(q_i) \geq \gamma H^I(q_{i+1}) \) for \( i = 1, \ldots, D(q) \). We now consider two cases. If \( \gamma H^I(q) \) then the inequality \( H^O(q) < \gamma W^\ast(q) \) implies that \( D^\ast(q) > 0 \) since \( W(q) \) had to be updated in order to increase to \( W^\ast(q) \). Let \( d = \max_{q \in Q} D^\ast(q) \) (note that \( d \) is no larger than the number of states in \( Q \)) and define \( \eta \) as \( \eta = [\beta/d] \) to obtain:

\[
O(f(\sigma)) = H^O(q) \leq \gamma W^\ast(q) - \beta \leq \max_{\sigma' \leq \sigma} (\gamma I(\sigma') - \beta) \leq \max_{\sigma' \leq \sigma} (\gamma I(\sigma') - \eta(|\sigma| - |\sigma'|)).
\]

The second case to be considered is \( \gamma H^I(q) \geq H^O(q) \). In this case we directly have:

\[
O(f(\sigma)) = H^O(q) \leq \gamma H^I(q) = \gamma I(\sigma) \leq \max_{\sigma' \leq \sigma} \{ \gamma I(\sigma') - \eta(|\sigma| - |\sigma'|) \}
\]

where the last inequality follows by taking \( \sigma' = \sigma \). We then conclude that any choice of \( \gamma \) and \( \eta \) satisfying (13) and (14), respectively, renders \( f \) IOS.

Note that our characterization gives a natural dynamic programming formulation for verification.

### 3.2 Solving the Synthesis Problem

We now consider the synthesis problem for a transducer \( f : \Sigma \rightarrow A^* \). Recall that the purpose of synthesizing a controller \( C \) is to render \( fC(\gamma, \eta) \)-IOS for a desired choice of \( \gamma \) and \( \eta \). Once again we follow the perspicacious work of Grünè et al. [13], where it is shown how control systems can be augmented with a monitor for the stability property introduced in [12].

Let \( A \) be the automaton introduced in Section 3.1 obtained by synchronizing \( A^I \) on the same input of \( A^I \) and synchronizing \( A^O \) on the output of \( A^I \). We now extend this automaton to \( A^{\gamma, \eta} \) by enlarging the set of states to:

\[ Q^{\gamma, \eta} = Q \times M, \quad q^{\gamma, \eta} = (q_0, 0) \]

and extending the transition function to:

\[ \delta^{\gamma, \eta}(q, m), s = \left( \delta(q, s), \max \left\{ m - \eta, \gamma H^I \circ \delta(q, s) \right\} \right). \]

Automaton \( A^{\gamma, \eta} \) monitors IOS in the sense that if the input \( \sigma \in \Sigma^* \) takes the initial state to \((q, m) \in Q \times M \) then:

\[ m = \max_{\sigma' \leq \sigma} \gamma I(\sigma') - \eta(|\sigma| - |\sigma'|). \]

This is proved by induction on the length of the trace. As a direct consequence, we can monitor IOS by testing the inequality \( H^O(q) \leq m \), as stated in the next result.

**Theorem 3.** Let \( A^I \) be a finite-state automaton. Let \( A^I \) and \( A^O \) be finite-state weighted automata defining the costs \( I \) and \( O \), respectively. Given \( \gamma, \eta \in \mathbb{N} \), the transducer \( \text{xduce}(A^I) \) is \((\gamma, \eta)\)-IOS with respect to \((I, O)\) if for every reachable state \((q, m) \) of \( A^{\gamma, \eta} \) satisfies \( H^O(q) \leq m \).

Note that Theorem 3 provides an alternative algorithm to check \((\gamma, \eta)\)-IOS: check that

\[ S = \{(q, m) \in Q \times M | H^O(q) \leq m\} \]

is an invariant set of \( A^{\gamma, \eta} \). However, the fixed-point representation provided by the functional (8) is of independent interest, as well as key to Theorem 2.

Theorem 3 also suggests a synthesis algorithm for IOS: construct a controller rendering the set \( S \) invariant. This will require a modification of \( A^{\gamma, \eta} \) that we denote by \( A^{\gamma, \eta, s} \), and define as follows. The new state set is:

\[ Q^{\gamma, \eta, s} = Q^{\gamma, \eta} \times Q^s \times Q^{I} \times Q^{O} \times Q^M \]

and the new transition function is:

\[ \delta(s, q^I, q^O, m, s^O, q^I) = (s^O, q^I, q^I, q^O, m^s) \]

with:

\[ s^O = s^O', \quad q^I' = \delta(s^O', s^O) \]

\[ q^O' = \delta^O(q^O, H^I(q^I)) \]

\[ m^s = \max \left\{ m - \eta, \gamma H^I(q^I) \right\} \]

We can now apply the usual invariance controller synthesis algorithm (see, e.g., [17]) to \( A^{\gamma, \eta, s} \) to construct a (memoryless) controller forcing \( S \) to be an invariant set. This observation immediately leads to the next result.

**Theorem 4.** Let \( A^I \) be a finite-state automaton, and let \( f = \text{xduce}(A^I) \). Let \( A^I \) and \( A^O \) be finite-state weighted automata defining the costs \( I \) and \( O \), respectively. Given \( \gamma, \eta \in \mathbb{N} \), there exists a controller \( C \) rendering \( fC(\gamma, \eta) \)-IOS with respect to \((I, O)\) if there exists a controller rendering the set \( S \) invariant for \( A^{\gamma, \eta} \).

Since safety games can be solved in linear time [17], the complexity of synthesis is linear in the size of \( A^{\gamma, \eta} \), i.e., it runs in \( O(|A^{\gamma, \eta}| |A^I| |A^O| |M| |\Sigma|) \) time.

### 4. EXAMPLE: ROBUSTNESS FOR THE RBS PROTOCOL

We consider the problem of time synchronization in wireless networks using the Reference Broadcast Synchronization (RBS) protocol [10]. To simplify the presentation we consider a network of three nodes: one master node and two slave nodes that we denote by node \( a \) and node \( b \). Nodes transmit packets composed by a message identifier (small number of bits) and the message payload (large number of bits). We assume the packets to be encoded with an error correcting code that can always correct the message identifier but not necessarily the message payload when there are communication errors.
The RBS protocol starts with the master node broadcasting a beacon message \( \text{beac} \) at time \( t_1 \). This packet contains no payload. Due to access, propagation, and queuing delays both slave nodes will receive the packet at global time \( t_2 \) which is represented in the local time of node \( a \) as \( t_{2a} \) and in the local time of node \( b \) as \( t_{2b} \). Node \( a \) then sends a synchronization message \( \text{sync}_a \) to node \( b \) containing \( t_{2a} \) as payload and then node \( b \) sends a synchronization message \( \text{sync}_b \) to node \( a \) containing \( t_{2b} \) as payload. If there are no communication errors, node \( a \) can compute the offset of its clock with respect to the clock of node \( b \) as \( t_{2a} - t_{2b} \) and similarly for node \( b \).

Consider now the effect of communication errors modeled as a disturbance. Since the message \( \text{beac} \) contains no payload it can always be correctly decoded even in the presence of communication errors. The \( \text{sync}_a \) message, however, contains \( t_{2a} \) as payload and a communication error may cause the payload to be incorrectly decoded as \( t_{2a} + d \) where \( d \) is the decoding error. In the presence of communication errors the computed time offset becomes \( t_{2a} - t_{2b} + d \) and similarly for node \( b \). The protocol also includes a \( \text{reset} \) message that can be sent at any time to re-start the synchronization process. Since the \( \text{reset} \) message has no payload it is not affected by communication errors. A second source of errors in the protocol are out of order messages. In this scenario, the protocol goes to the \( \text{error} \) state until a \( \text{reset} \) message is received. Figure 3 shows an automaton representation for this protocol. For simplicity, all the incoming edges to the \( \text{error} \) state, departing from every state, are not displayed.

The input and output alphabets are given by:

\[ \Sigma^e = \{ \text{beac}, \text{sync}_a, \text{sync}_b, \text{reset} \}, \quad \Sigma^d = \{ \bot, d \}, \]

\[ \Lambda = \{ \text{error}, \text{wait}, \text{ok}, \text{nok} \} \]

the initial state is \( \text{idle} \) and the output corresponding to any given state is depicted in the bottom part of the state.

In order to study the robustness properties of the RBS protocol we need to equip \( \Sigma^e \) and \( \Lambda^* \) with quantitative information through the input and output cost functions. The input cost function is defined in two steps. First, we describe how disturbances are penalized by the cost function. We denote this cost function by \( I^d \). It counts the number of \( d \) symbols that appear in \( \sigma^d \) up to a maximum of 4. Every time a \( d \) symbol appears, the input cost increases by 2 otherwise the input cost decreases by 1. The choice of the upper bound 4 is a consequence of the RBS protocol described by the automaton in Figure 3 where we can see that at most 4 disturbances can take place before returning to an \( \text{error} \) or \( \text{idle} \) state. A complete description is provided in Figure 4.

In addition to \( I^d \) we also consider a cost function \( I^c \) penalizing the control inputs. This cost maps the sequences of strings of control inputs expected by the protocol to 0 and any other sequence to 9 or 10. We reserve 9 for the occurrence...
In order to completely specify the problem we also need to define the output cost $O$. The output cost counts the number of nok output symbols up to a maximum of 2 and penalizes the occurrence of the error output symbol with a $c$ as depicted in Figure 6. The upper bound of 2 is a consequence of only having at most two consecutive nok output symbols. The choice of 2 and 3 reflects our belief that it is preferable to compute an incorrect estimate of the clock offsets, albeit with an error. When no clock offsets can be computed, the nominal behavior can be resumed in one time step. This is possible if a practical IOS holds for arbitrarily large $n_0$-dimensional Euclidean space.

5. IOS AND REFINEMENT

Since IOS is a property of the input-output behavior of a system, and since refinement relations preserve input-output behaviors, we immediately have that if two automata $A_1$ and $A_2$ are bisimilar, then xduce$(A_1)$ is $(\gamma, \eta)$-IOS w.r.t. $(I, O)$ iff xduce$(A_2)$ is $(\gamma, \eta)$-IOS w.r.t. $(I, O)$. We generalize this observation to $\varepsilon$-approximate bisimulation relations [11, 18] using practical IOS of systems. We start with some notation.

We denote by $\mathbb{R}$ the set of real numbers, by $\mathbb{R}_n^+$ the set of non-negative real numbers, and, for $n \in \mathbb{N}$, we denote by $\mathbb{R}^n$ the $n$-dimensional Euclidean space.

5.1 Practical IO-stability and Approximate Bisimulation

IOS is an “ideal” property of transducers. We define the notion of practical IOS, that requires that the output and inputs of a transducer satisfy the relation (3) up to a parameter $\varepsilon$. Let $f : \Sigma^* \to \Lambda^*$ be a transducer and let $I : \Sigma^* \to \mathbb{R}_0$ and $O : \Lambda^* \to \mathbb{R}_0$ be cost functions. Given parameters $\gamma, \eta \in \mathbb{R}$, we say the transducer $f$ is $(\varepsilon, \gamma, \eta)$-practical input-output stable (or $(\varepsilon, \gamma, \eta)$-practical IOS) w.r.t. $(I, O)$ if for each $\sigma \in \Sigma^*$ we have

$$O(f(\sigma)) \leq \max_{\sigma' \in \Sigma^*} \left\{ \gamma \ I(\sigma') - \eta \ ((|\sigma| - |\sigma'|)) + \varepsilon \right\}. \quad (19)$$

In order to define approximate bisimulation we consider $\varepsilon \in \mathbb{R}_0^+$ and two automata $A_1 = (Q_1, q_0, \Sigma, \delta_1, \Lambda, H_1)$ and $A_2 = (Q_2, q_0, \Sigma, \delta_2, \Lambda, H_2)$ with the same sets of inputs and outputs. Let $I : \Sigma^* \to \mathbb{R}_0$ and $O : \Lambda^* \to \mathbb{R}_0$ be cost functions. A relation $R \subseteq Q_1 \times Q_2$ is said to be an $\varepsilon$-approximate bisimulation if $(q_1, q_2) \in R$ implies:

1. $|O(H_1(q_1)) - O(H_2(q_2))| \leq \varepsilon$;
2. for each $\sigma_1 \in \Sigma$ there is a $\sigma_2 \in \Sigma$ such that $|I(\sigma_1) - I(\sigma_2)| \leq \varepsilon$ and $(\delta_1(q_1, \sigma_1), \delta_2(q_2, \sigma_2)) \in R$; and
3. for each $\sigma_2 \in \Sigma$ there is a $\sigma_1 \in \Sigma$ such that $|I(\sigma_1) - I(\sigma_2)| \leq \varepsilon$ and $(\delta_1(q_1, \sigma_1), \delta_2(q_2, \sigma_2)) \in R$.

The automaton $A_1$ is $\varepsilon$-approximate bisimilar to $A_2$ if there is an $\varepsilon$-approximate bisimulation relation $R$ such that $R(q_0, q_0)$.

We now consider $\varepsilon$-bisimilar automata $A_1$ and $A_2$ and assume xduce$(A_2)$ to be $(\gamma, \eta)$-IOS. Since $A_1$ is $\varepsilon$-bisimilar to $A_2$, the behavior of $A_1$ determined by any string $\sigma_1 \in \Sigma^*$ can be $\varepsilon$-bisimulated by the behavior of $A_2$ determined by a string $\sigma_2 \in \Sigma^*$. Making use of this fact we have the following sequence of inequalities where the first and third are a consequence of $\varepsilon$-bisimulation while the second is simply the definition of IOS:

$$O(xduce(A_1)(\sigma_1)) \leq O(xduce(A_2)(\sigma_2)) + \varepsilon \leq \max_{\sigma_2' \leq \sigma_2} \left\{ \gamma \ I(\sigma_2') - \eta \ ((|\sigma_2| - |\sigma_2'|)) + \varepsilon \right\} \leq \max_{\sigma_1' \geq \sigma_1} \left\{ \gamma \ I(\sigma_1') + \gamma \varepsilon - \eta \ ((|\sigma_1| - |\sigma_1'|)) + \varepsilon \right\} \leq \max_{\sigma_1' \geq \sigma_1} \left\{ \gamma \ I(\sigma_1') - \eta \ ((|\sigma_1| - |\sigma_1'|)) + (\gamma + 1)\varepsilon \right\}.$$

The next result summarizes the previous discussion.

**Theorem 5.** Let $A_1$ be $\varepsilon$-approximate bisimilar to $A_2$. If $A_1$ is $(\gamma, \eta)$-IOS then $A_2$ is $((\gamma + 1)\varepsilon, \gamma, \eta)$-practical IOS.

5.2 Relationship with Control Systems

Finally, we relate our notion of IOS with related notions for continuous time control systems. We assume the reader is familiar with standard control-theoretic notation, see e.g., [15]. We start with a notion of input-output stability for control systems (IODS) introduced in [12].

We consider nonlinear control systems of the form:

$$\dot{x} = f(x(t), u(t)), \quad x(0) = x_0 \quad (20)$$

where we assume that $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ and the input function $u : \mathbb{R} \to \mathbb{R}^m$ have enough regularity properties to
ensure existence and uniqueness of solutions. The trajectories of (20) with initial value $x_0$ at time $t = 0$ are denoted by $\varphi(t, x, u)$.

Let $\cdot | \cdot$ denote the Euclidean norm, $\cdot | \cdot_{\infty}$ the $L_{\infty}$ norm for functions in $U$, and for $t > 0$ and any measurable function $g : \mathbb{R} \to \mathbb{R}^+_0$, let $\text{ess sup}_{t \in [0, t]} g(t)$ represent the essential supremum of $g$ on $[0, t]$. The following definition is inspired by a similar definition in [12].

**Definition 3.** [IODS] The system (20) is called $(\gamma, \eta)$-IO-dynamically stable (IODS), if the inequality

$$|\varphi(t, x, u)| \leq \text{ess sup}_{t \in [0, t]} \max \{0, \gamma|u(\tau)| - \eta(t - \tau)\}$$

holds for all $t \geq 0$, $x \in \mathbb{R}^n$, and all $u \in U$.

The notion of IODS introduced in Definition 3 is a special case of Input-to-State Dynamical Stability (ISDS) introduced by Grüne in [12] as a quantitative version of the notion of Input-to-State Stability introduced by Sontag in [19]. This can be seen by defining the functions $\sigma$, $\gamma$, and $\mu$ in Definition 2.1 of [12] as:

$$\sigma \equiv \lambda r. \gamma r, \quad \gamma \equiv \lambda r. \gamma r, \quad \mu \equiv \lambda (r, s). \max\{0, r - s\},$$

respectively. We also eliminated the distinction between overshoot gain and robustness gain in [12].

We now wish to relate IODS for a control system with the notion of practical IOS defined for discrete systems. First, we notice that the control system (20) defines an automaton $A_{\text{dyn}} = (\mathbb{R}^n, x_0, U, \delta, \mathbb{R}^n, \lambda r, x)$, where $\delta(x, u) = x'$ if $\varphi(t, x, u) = x'$ for some $t \in [0, t]$. The results of [11, 18] show that under certain assumptions on the dynamics of (20), we can define a finite automaton that is $\varepsilon$-bisimilar to the automaton $A_{\text{dyn}}$ obtained from the control system (20). Using Theorem 5, we obtain the following.

**Theorem 6.** Let $A_{\text{dyn}}$ be the automaton defined by (20) assumed to be $(\gamma, \eta)$-IOS and let $A$ be an automaton that is $\varepsilon$-approximate bisimilar to $A_{\text{dyn}}$. Then $A$ is $(((\gamma + 1)\varepsilon, \gamma, \eta)$-practical IOS w.r.t. the cost functions $I(u) = |u|$ and $O(x) = |x|$.

### 6. RELATED WORK

The notion of IO-stability discussed in this paper captures two very natural properties and it is natural to find different formalizations of related properties. For example, in fault-tolerant computation, one studies programs $p$ that are F-tolerant for a class of faults $F$ and a given specification $S$ [3]. This definition requires the existence of a predicate $T$ such that: 1) $S \Rightarrow T$; 2) $T$ is invariant under program $p$ and faults from $F$; 3) in the absence of faults, a computation that starts by satisfying $T$ will eventually satisfy $S$. This notion can be captured in our setting by taking $T$ to be the correct behaviors defined by $O_{\infty}(f(\sigma)) = 0$, by taking $F$ to be the class of faults defined by $I(\sigma) \leq c$ for some $c \in \mathbb{N}$, and by taking $T$ to be the set of streams satisfying $O_{\infty}(f(\sigma)) \leq c$. By definition of $S$ and $T$, we clearly have $S \Rightarrow T$. Inequality (4) implies that $T$ is invariant under the computations of $f$ and faults, and inequality (5) implies that the system will eventually return to $S$. IOS not only captures the notion of fault-tolerance in [3], it quantifies it by providing a different set $T$ for each disturbance bound $c$ and a bound on the number of steps required to return to $S$ as a function of $c$. Similarly, one can regard IOS as a quantitative version of the notion of self-stabilization introduced by Dijkstra in [8].

Closer to our work are the results reported in [20, 4, 9] that, as mentioned in the introduction, capture one but not all of the properties of IOS. Chaudhuri et al. [7] and Majumdar and Saha [16] have considered continuity properties of software implementations, checking that a deviation in a program’s inputs cause a proportional deviation in its outputs. However, the notion of dissipation over time have not been considered in this setting.

As mentioned before, our notion of IOS is a simplification of the notion of ISDS introduced by Grüne in [12]. Although we believe these simplifications to be justified by polynomial-time verification algorithms (see Section 3), it remains to investigate if there are examples that require the full power of ISDS. The algorithms in Section 3.2 are inspired by the approach taken in the paper [13] to compute Lyapunov functions through viability theory. Although [13] only considered the verification problem, the extension to synthesis is conceptually clear. The algorithm for verification of IOS in Section 3.1 is inspired on the work of Alur et al. on verification and synthesis for ranking specifications [2]. Also related is the work reported in [14] where dynamic programming is used to characterize the stability properties of control systems. Although some of our algorithms have a dynamic programming flavor, the algorithms in [14] are not computationally efficient as they require solving a dynamic program for each different value of $I(\sigma)$.

Our use of finite-state automata as a means to define cost functions that depend on the evolution of states is inspired by similar representations in [1, 2, 6, 5]. The finite-state condition is usually needed for effective algorithms, and can be seen as abstractions of more general cost models.

### 7. CONCLUSION

We have provided a definition of robustness for discrete systems that satisfies two conditions: bounded disturbances have bounded consequences, and sporadic disturbances dissipate over time. We believe IOS forms a natural basis for developing a theory of robust behaviors. For example, one can prove “small gain” like theorems for the composition of systems.

Although many extensions of the proposed ideas are possible, we are particularly interested in providing a similar theory of robustness for infinite strings and liveness properties. Finally, while we study IOS in a discrete setting, the natural next step is to combine with IOS for continuous control systems [12]. This will allow reasoning about robustness of cyber-physical systems, in which discrete components interact with physical systems.
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